MIRA: Proactive Music Video Caching using ConvNet-based Classification and Multivariate Popularity Prediction
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Abstract—Music belongs to one of the most popular content categories overall, and it is nowadays mainly consumed using online streaming services. With YouTube being the largest source of traffic in most networks about half of all YouTube requests address music videos. To cope with the continuously growing demand for content and thus increasing network traffic, YouTube operates its own CDN, a globally distributed network of caches. This allows serving content from locations close to the users, which circumvents potential network bottlenecks and increases the user-perceived QoE due to reduced latency. Recently, proactive caching and prefetching has shown superior performance results compared with traditional reactive caching schemes such as LRU and LFU. Due to the substantial footprint of music videos on today’s Internet, we propose a novel proactive caching strategy specifically for music videos. This strategy incorporates two key observations: i) Music genre and mood popularity varies over the course of the day and ii) A video’s past views are predictive for its future popularity development. For the classification task, we use a Convolutional Neural Network while investigating several predictive models for the popularity estimation. The proposed caching system can increase the cache hit rate up to 4.5% which is substantial for caching systems.

I. INTRODUCTION

Nowadays, users access music predominantly using web services like Spotify and Google Music. Already 71% of the Internet users utilized at least one music streaming service in 2016 [1]. Even on YouTube, being one of the largest traffic sources in most networks [2], [3], music videos constitute the most popular content category with 82% of its users watching music videos. Furthermore, music is responsible for the largest share of YouTube requests ranging between 37% and 42.16% [4], [5]. This share is predicted to grow further together with the overall amount of Internet traffic [6]. To cope with this high traffic demand, YouTube operates a globally distributed cache network, i.e. the Google Global Cache (GGC), to serve content from locations close to the users. Thereby, potential transmission bottlenecks and long video startup stalling are prevented. Furthermore, the user satisfaction is likely to be higher since low delays correlate with higher QoE [7] and higher user engagement [8].

Increasing caching efficiency has gained a lot of research attention leading to sophisticated reactive caching approaches. Though, proactive caching has shown to outperform reactive caching [4], [9], [10]. In this paper, we focus on proactive caching of the largest category of YouTube traffic, which are music videos. We aim to show first results of a novel proactive caching system using a convolutional neural network (ConvNet or CNN) to determine mood and genre of audio tracks of music videos. While mood and genre can be determined for, e.g., movies as well, for music, these features are the key characteristics and can be accurately determined using the audio signal only. Next, we leverage the varying diurnal genre and mood popularity pattern to proactively cache popular content, which protects it from being evicted. In this paper, we provide three contributions. First, we discuss the design of our proposed novel proactive caching system. This covers music feature extraction, classification, and diurnal pattern analysis. Second, we investigate the popularity prediction of music videos, e.g., using univariate and multivariate prediction models. Here we estimate the future popularity of videos based on the number of views received in the past. Third, we evaluate our system in a simulative environment using a real-world trace of YouTube requests collected within a large European ISP and covering two weeks.

The remainder of this paper is structured as follows. Section II discusses the related work. In Section III, we introduce our system design and evaluate it in Section IV. Section V concludes the paper and explains directions for future work.

II. RELATED WORK

The related work comprises three parts. First, we discuss relevant works in the area of music classification. Second, we briefly discuss related proactive caching approaches, and third, we present popularity prediction approaches.

A. Music Classification

Music classification aims to assign a label from a prespecified label set to a music track referring to, e.g., the track’s genre or mood. For many tracks, such labels can be retrieved from online music databases, e.g., from last.fm[1]. However, for very recent and less popular tracks, this information is unlikely to be available as these databases rely on tags assigned to the

tracks by users. Hence, automated classification is preferable as it can also assign labels to new tracks. To this end, we use a set of music tracks and their known labels to train a classifier that can estimate the respective labels. Most existing research in the area of music information retrieval aims at genre or mood classification. The features on which the classifier is trained are traditionally characteristic audio features such as the Mel Frequency Cepstral Coefficients (MFCC). Wang et al. [11] evaluate the impact of different acoustic feature sets regarding classification accuracy. Therefore, they extracted features from, both, the signal processing and musical dimension using MIRtoolbox [12]. Next, they train Support Vector Machines (SVMs) on different feature subsets. A combination of, e.g., Rhythm, Timbre, and Tonality achieves 79.5% accuracy using a labeled dataset of 1,000 tracks [13]. Note that the classification accuracy strongly depends on the experts who annotated the training dataset and its size. This is an explanation of the spectrum for mood classification accuracy ranging between 25% [14] and 90.44% [15]. Recent works use neural networks to derive music features and show a more stable and higher performance compared to traditional approaches. This way, Costa et al. [16] achieve 87.4% accuracy. Choi et al. [17] present a transfer learning approach for music classification using ConvNets. Their neural networks take the music’s Mel spectrograms as an input, which efficiently approximates human auditory perception. The training uses several publicly available datasets and aims at music tagging. However, the resulting 160-dimensional feature vector of their network is useful for any music information retrieval task. The authors use this feature vector as an input for an SVM trained to classify a music track’s genre and, thereby, achieve 89.8% accuracy. Hence, we conduct that neural networks are in general more powerful to retrieve expressive music features.

B. Proactive Caching

Proactive caching has demonstrated to outperform reactive policies like LRU. Hassliger et al. [10] propose score-gated LRU. Here, each item is associated with a score based on its popularity. If a recently requested item has a lower popularity score than the items in the cache, it is not cached. Thereby, the cached items are not evicted as long as the content popularity distribution does not change. By implementing a variant of score-gated LRU, the authors achieve about 10% hit rate increase compared with LRU. This approach is proactive in its eviction policy but still reactive by measuring the content’s past popularity. Gouta et al. [9] present a proactive caching scheme based on collaborative filtering. The idea behind this is that users who request similar items are predictive for each other and content consumed by similar users is likely to be requested by each of them. Hence, this approach needs a user-item matrix containing past user requests to determine which content is likely to be requested in the near future. However, in their experiments, they exclude music videos as they show a different and more persistent popularity pattern compared with other video categories and, hence, are likely to decrease the performance of their proposed caching system. We argue that music videos are the largest category of YouTube videos measured regarding requests and should not be ignored. Koch et al. [18] demonstrate that proactive caching is superior to LRU. However, we do not address music content specifically and do not incorporate machine learning.

C. Popularity Prediction

In the following, we introduce and discuss popularity prediction approaches for YouTube videos. Szabo et al. [19] present an approach that predicts a content’s long-term popularity based on early view count measurements from YouTube and Digg. In the case of YouTube, they collect view count time series of about 7k videos. They found that early and late popularity strongly correlate. Hence, the authors propose a univariate linear model for popularity prediction. In their evaluation, the error decreased with the video’s age from 20% after five days to 10% after ten days. Pinto et al. [20] present a multivariate linear model that takes regular popularity measurements as input. Next, they evaluate the model using between 30 and 100 popularity measurements of about 20k YouTube videos. Their model outperforms the univariate linear model with up to 20% decrease in mean relative squared error (mRSE). However, if almost the entire video popularity history is available, it is likely to have predictions with low error but at a late point in the video’s lifetime.

III. System Design

We design a novel proactive caching system, denoted as MIRA (Music Video Information Retrieval for cAching). It is a domain-specific system leveraging music content features and popularity characteristics and, thereby, differs from related work, as we will detail in this section. Figure 1 gives an overview of the system components. On the left side, we see the Popularity Predictor module, which estimates the video popularity based on view count time series of the past. As introduced in Section II-C, univariate and multivariate models are suitable for this task. Although a multivariate model tends to be more flexible and, hence, shows better results in the related work, we assess both models since the related work uses a different dataset for evaluation and, hence, comparability is limited. Note that MIRA can use either a univariate or a multivariate model. The second module that provides MIRA with information is the Music Feature Extractor. It uses a pre-trained ConvNet that extracts music features form

![Fig. 1: MIRA system architecture](image-url)
the video’s audio signal. Both modules serve as an input for the **Proactive Caching Policy**. Here, the videos predicted to be most popular within the next proactive caching interval $I_{t+1}$ are determined. While the video view count is computed on a daily basis, the genre and mood distribution vary during the hours of the day [4]. The caching interval is a tunable system parameter that we set to one hour in the course of this paper. The **Cache Manager** conducts the video selection using a proactive caching policy. The selected videos are stored in the proactively managed cache storage $S_p$.

Overall, we divide the cache of size $S$ into two parts: the proactively managed storage $S_p$ and the reactively managed cache storage $S_r$. We denote the storage proportions as $r_p$ and $r_r$. Videos that should be stored into $S_p$ but are already present in $S_r$ are moved to $S_p$ to avoid redundancy. Keeping $r_p$ and $r_r$ variable, allows for flexible evaluation of the impact of proactive caching. We will examine the impact of iteratively increasing $r_p$. Note that $r_p = 0\%$ results in pure reactive caching. Since LRU is the most popular reactive caching policy we choose it to allow for better comparison with the related work. If a user requests a video segment, the **Cache Manager** checks if it is contained, first, in $S_p$ and, second, in $S_r$. In case the segment is contained in one of the storage areas, it is delivered as a reply to the requesting client. A cache miss causes a content request to the source, which holds the entire content catalog. The retrieved video segment is stored in $S_r$ and is delivered to the requesting client. If $S_r$ is full, the reactive eviction policy determines which video segment(s) to delete so that enough free space becomes available to allow storing the requested video segment.

### A. Music Feature Extractor

MIRA uses mood and genre information provided by the **Music Feature Extractor** as an input. In the following, we discuss the design of the required music genre and mood classifier. This can be formulated as a supervised machine learning task where we give a pre-labeled dataset as an input to allow learning a generalized model. Such a model is able to determine the respective class for previously unseen audio tracks. To train the required two classifiers, we need to provide a labeled training set of $<x, y>$ pairs where $x$ is a feature vector and $y$ is either the mood or the genre label. As discussed in the related work, ConvNets are superior in music feature extraction and, therefore, ideal for training our classifiers. To this end, we decide to rely on the publicly available\(^2\) work of Choi et al. [17]. Figure 2 depicts their proposed ConvNet architecture. Here, the input is a 30s audio track starting from playback time 30s to discard the often not representative intro. The resulting feature vector of this ConvNet is taken as an input for an SVM, which showed the highest classification accuracy for both cases: mood and genre classification (ref. Section II-A). Note that using an SVM in combination with a DNN usually improves the performance compared with a classification that directly uses a DNN, e.g., by using a softmax layer [21]. We train the SVM using 10-fold cross-validation and a grid search for hyperparameter optimization. For the training of the music genre classification model, we use 9,029 annotated tracks annotated with 14 different genres, e.g., pop, rock, hiphop, and electronic similar to a related work [4]. For the music emotion classification, we use 966 annotated tracks together with their labels: angry, happy, sad, and relaxed. Thereby, we cover all four quadrants of the common mood model from Thayer [22]. Interestingly, we found that only about 1% of the music videos requested belong to angry music. For the rest of each emotion category, we observe roughly one-third of all requests. Analyzing the diurnal mood and genre distribution, we found that there is almost no change in emotion distribution. However, genres show a dynamic distribution over the hours of the day. Next, we show the evaluation of our classification accuracy in Table I. The performance of the mood classifier is substantially higher than the performance of a random classifier where the accuracy is $1/|\text{Classes}|$ and shows even better results than the ones achieved by the related work in the area of music emotion classification [4], [23]–[25] and similar results in music genre classification [26], [27].

### B. Popularity Predictor

The video popularity is commonly measured by the view count increase over a specific time interval, e.g., per day in the case of YouTube. We choose to incorporate four models in our system to allow for comparison. The first model is a multivariate linear model (ML) as it was shown to achieve diminishing relative errors when predicting the view counts of the near future [19], [20]. Additionally, it shows low errors when used for predicting view counts for music videos compared to other YouTube categories [20]. The second model is a univariate linear model (UL). Both, the ML and UL model predict the cumulative view count of a video for a given

![Fig. 2: ConvNet architecture by Choi et al. [17]](https://goo.gl/FCYtsJ [Accessed: July 26, 2018])

### TABLE I: Parameters and accuracy for classifiers

<table>
<thead>
<tr>
<th>Classification</th>
<th>Kernel</th>
<th>$C$</th>
<th>$\gamma$</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Genre</td>
<td>RBF</td>
<td>$2^{1.75}$</td>
<td>$2^{0.25}$</td>
<td>57.34%</td>
</tr>
<tr>
<td>Emotion</td>
<td>RBF</td>
<td>$2^{1.5}$</td>
<td>$2^{1}$</td>
<td>69.67%</td>
</tr>
</tbody>
</table>
reference date \( t_r \) and prediction target date \( t_p \) denoted in days since the video upload. In our scenario, we predict the next day’s view count, i.e., \( t_p = t_r + 1 \). Since we want to predict the view count increase of the target day and not the cumulative view count, we compute the view count of a video \( v \) at \( t \) as follows. Let \( \hat{y}_i(v) \) be the predicted view count of a video \( v \) on the \( i \)-th day since its upload. For a prediction on \( i = t_p \) it follows: \( \hat{y}_{t_p}(v) = \hat{N}(v, t_r, t_p) - N(v, t_r) \) where \( \hat{y}_{t_p}(v) \) denotes the predicted view count for the date \( t_p \). \( \hat{N}(v, t_r, t_p) \) is the predicted cumulative view count from either the UL or ML model and \( N(v, t_r) \) the cumulative view count at \( t_r \).

The third model we use is a persistence model. It takes the view count from the last day as the prediction, i.e., \( \hat{y}_i(v) = y_{i-1}(v) \). The median of the daily video view counts since its upload is used as the fourth model, i.e., \( \hat{y}_i(v) = \text{median}(y_1(v), y_2(v), ..., y_i(v)) \).

Before each proactive caching, we apply these models to predict the view count for each video in the content catalog for the upcoming time interval till the next proactive caching is triggered. In a last step, we rank the videos according to the view count prediction in descending order. This list determines the content used for proactive caching. Beginning with the first list entry, we load the specified content from the origin, if the video is not already present in \( S_r \). This is repeated until the proactive cache share, i.e., \( S_p \), is filled. Videos from the last period which are ranked too low in the prediction list, i.e., are not considered anymore for proactive caching are deleted from the cache. This procedure is repeated each hour.

C. Proactive Caching Policies

Proactive caching prefetches content speculatively to serve future requests. Hence, an estimate of the future content popularity is required to determine which content to prefetch. To this end, we present two proactive caching policies:

1) Caching by Predicted Popularity: Content that is being predicted to be most popular in the next proactive caching interval, i.e., the time interval defining when the cache is filled proactively regularly, is placed at the cache. We take the previous video view counts as inputs for the prediction models considered, i.e., the UL and ML model (ref. Section III-B).

2) Caching by Music Category Distribution: This is an extension to the policy presented before. Instead of caching the videos which are predicted to become most popular, we consider a music-specific category, i.e., genre or mood. In case of the genre, the ratios of music that originates from each genre category are determined for the next hour of the day. Next, the proactive cache space is divided proportionally to these ratios and the content that is predicted to be most popular per category is stored into these divisions. This procedure is done regularly, e.g., once per hour. Thereby, we consider the dynamic and changing request behavior of users which might be more likely to listen, e.g., pop during the day and jazz in the evening as reported by Gillhofer and Scheld [14].

D. Overhead

Creating the information basis needed for MIRA requires to derive the Mel spectrogram and process it by the ConvNet introduced in Section III-A. Deriving the Mel spectrogram is computationally inexpensive as is the utilization of the ConvNet. Note that neural networks are computationally expensive in training but fast when using them for classification. We assume that this information is computed by the content owner, e.g., YouTube anyway to use it as an input for their recommender systems. MIRA’s UL and ML view count models have a linear complexity and only need to be recomputed on a daily basis because the YouTube view count is available on a daily basis as well. When used by a CDN cache that serves a specific region, MIRA’s performance can be further increased by using the local view counts instead of the global ones. In this scenario, the CDN needs either to request the content features from the source or compute them by its own. This needs to be done before the next proactive caching interval starts and only for new content, which keeps the computation and communication effort limited.

IV. EVALUATION

To evaluate MIRA’s performance with varying parameters and policies, we designed a discrete event simulation that is
that the mRSE diminishes after seven days. Hence, we can vary amongst the first days strongly. We empirically observe show even higher errors as the video popularity is likely to UL and ML models. The persistence model and the median age. Hence, the fresher a video is, the more error-prone are the We see that the mRSE decays quickly with increasing video counts for the sake of figure clarity. The results. We intentionally left out the first day, which shows strongly varying size, which are present for videos of different age and popularity. Figure 3a and 3b depict the results. We intentionally left out the first day, which shows an mRSE of 0.2, in Figure 3a for the sake of figure clarity. We see that the mRSE decays quickly with increasing video age. Hence, the fresher a video is, the more error-prone are the UL and ML models. The persistence model and the median show even higher errors as the video popularity is likely to vary amongst the first days strongly. We empirically observe that the mRSE diminishes after seven days. Hence, we can predict the view count very accurately for videos older than seven days. This can be explained by, both, fewer fluctuations in the view counts and more data at hand that can serve as an input to the UL and ML model leading to a form of a central limit behavior. The ML model shows the lowest mRSE for videos of age below 246 days. For older videos, the persistence model shows the lowest mRSE, as changes in view counts are diminishing with increasing video age. However, both models’ mRSE curves are very similar. Note that for music videos, an age of 200 days is not a long time, as they tend to be popular over many weeks, as shown by Figure 4. Here, we see that 50% of the music video requests address videos older than 500 days. Concluding, we predict the view count increase by a hybrid approach using the ML model for views younger than a 246 days cutoff and the persistence model for older videos.

B. Proactive Caching

For the caching simulation, we use the request trace as an input and measure the cache performance regarding cache hit rate (CHR). The CHR is the ratio of video segments delivered from the cache to the total number of requests \( N \), i.e., \( \frac{1}{N} \sum_{i=1}^{N} \mathbb{1}_{h_i} \), with \( h_i \) evaluates to true if request \( i \) is a hit and false otherwise. This metric correlates with the content source offload as a higher CHR implies less requests being forwarded to the content origin. Furthermore, video segments delivered from a nearby cache can increase the user-perceived QoE because of a lower transmission delay and circumvention of potential bottlenecks. The cache server stores video segments. However, for the sake of simplicity, we denote the cache size in the number of videos between 100 and 10,000 videos, assuming a video to consist on average of 36 segments of 5 seconds length [5].

1) Pure Proactive Caching: In this section, we compare the two reactive policies LRU and Random Replacement caching (RR) with the proactive policies proposed in this paper. In this experiment, the entire cache is managed proactively or reactively. Figure 5 depicts the results. The dashed blue line indicates the results for the optimal prediction, i.e., storing the most popular content using information from the future. We can see that LRU shows the highest CHR for any cache size considered followed by RR, Genre, Mood, and Popularity. We explain the low performance of completely proactive manage caches by the inability to cache new content that is uploaded within a proactive cache time interval.
2) Proactive Caching Combined with LRU: In the next experiments, we vary the share of proactively managed cache space between 0% and 100%. The remainder of the cache is managed by LRU. We only consider the genre policy because other proactive caching policies already showed lower performance. Figure 6 depicts the CHR increase compared with LRU of different combinations of reactive and proactive cache storage distribution for different cache sizes. For small cache sizes, up to 2,000 videos, we can see that proactive caching results in the highest CHR increase. For the smallest cache size, i.e., 500 videos, 70% proactive share results in the highest CHR. We intentionally left out higher proactive cache shares for the sake of figure clarity. The optimal proactive share decreases with the cache size, shown in Table II. We conclude that LRU with about 50% proactively managed cache storage achieves the highest CHR for cache sizes ≤4,000 videos. For larger cache sizes, 30% is optimal for cache sizes until 8,000 videos and 20% for sizes till 10,000 videos. Hence, proactive caching can increase the cache performance, especially for small cache sizes while larger caches can benefit as well. We also investigated popularity and mood policy instead of the genre policy but could not achieve better results than shown by the presented experiments. Additionally, we evaluated a cache topology of five caches with one-fifth of the size of the large cache. Also in this scenario, LRU with genre policy outperforms the other policies. For the sake of shortness, we refrain from detailing these results in this paper.

<table>
<thead>
<tr>
<th>Size(k)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>%</td>
<td>40</td>
<td>60</td>
<td>50</td>
<td>50</td>
<td>40</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>20</td>
<td>20</td>
</tr>
</tbody>
</table>

C. Origin Offload

We demonstrated that proactive caching increases the CHR, especially for small cache sizes. When evaluating classical reactive caching policies, the CHR correlates with the origin offload. However, for proactive caching this correlation is assumed to be weaker as the proactive content fetching for every proactive caching time interval introduces an additional overhead. Figure 7 depicts the origin load reduction (gain) compared with LRU when using i) the pure proactive genre policy and ii) LRU combined with genre. In the latter case, we always chose the best proactive cache size, which we detailed in the previous section. We can see that the origin offload is severely higher than for pure LRU or pure proactive caching and the overhead introduced by proactive caching does not negatively impact the origin offload.

V. CONCLUSION AND FUTURE WORK

This paper presents a proactive caching system for music video content, which is one of the largest sources of traffic in today’s Internet. Therefore, we use a Convolutional Neural Network (ConvNet) to derive music features to train a genre and a mood classifier. This classification is used as an input for two proactive caching policies used to determine content that is likely to be popular within the next time. We evaluated the performance of three proactive caching policies: Genre, Mood, and Popularity. The genre policy showed the highest gain measured by the cache hit rate (CHR) with 4.5% compared to LRU. Furthermore, we evaluated a set of predictive models used for video popularity prediction and designed a hybrid model which performs best for videos of any age. We demonstrated that proactive caching can increase the CHR especially for small cache sizes. Furthermore, we evaluate the origin offload, which is 1.5%–4% lower compared to LRU. Hence, we conclude that MIRA is showing promising results and is worth investigating further. We plan to extend our work by formulating proactive caching as a reinforcement learning task. Thereby, we leave the policy design to a neural network.
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