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Abstract

In recent years, Wireless Sensor Network (WSN) has emerged as a highly important research area. Middleware for WSN facilitates development and deployment of a large number of applications such as smart environments, weather forecasting, bridge monitoring, health applications, etc. for sensor networks. But due to resource constraints, unreliability of wireless networks, and diversity in available sensor hardware, middleware for WSN presents a number of new challenges. In this paper, we try to find out and elaborate various challenges associated with the development of middleware for WSN. We present a comparative study of several existing middleware and how they address those challenges. In doing so, we point out the limitations of present generation middleware for sensor networks. We also illustrate how much more work needs to be done to make middleware for WSN suitable for general purpose usage in real world.
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1. Introduction

The growth in integrated circuits (IC) and wireless technologies has triggered the use of sensor network enormously in recent years. According to recent survey [1], WSN is gaining increasing popularity and moving out of research labs into production and real world deployment.

Wireless Sensor Network (WSN) [2] is a form of ad-hoc network consisting of large number of heterogeneous tiny sensors with communication, processing, and storage capabilities. Applications of WSN [3] include habitat monitoring, environmental monitoring, military surveillance, smart houses, intelligent traffic systems, healthcare, and many more. Sensors for WSN differ so much in terms of hardware platforms that writing an Operating System (OS) that runs on all these platforms is impossible. To hide the underlying platform differences and to decouple the OS from hardware platform, we need middleware. Middleware facilitates scalability, interoperability, deployment, and development of applications. There has been numerous works [4-13] on middleware for handheld devices. Most of those handheld devices use operating systems like Windows CE [14], Palm OS [15], Symbian OS [16], Tiny Linux [17], etc. But here we focus on middleware for sensors, which are much smaller than those handheld devices.

During the past few years, researchers have devoted much effort in designing and developing suitable algorithms and programming paradigms for middleware for sensor networks. As a result of this, we have quite a large number of middleware for sensor networks. Impala [18], Mate [19,20], TinyDB [21,22], Agilla [23], TinyCubus [24], and TinyLime [25] are some of the middleware that we have presented in detail in section 3. Other notable middleware for sensor networks are EnviroTrack [26], Mires [27], Hood [28], Cougar [29], DSware [30], SINA [31], Smart Messages [32], and MiLAN [33].

The purpose of this paper is to find out the challenges associated with sensor networks. We have also done a comparative study of several state of the art middleware for sensor networks to discover the approaches they take to address various challenges associated with sensor networks and also to know how they have succeeded or failed in doing so.

In section 2, we present the various challenges that should be addressed by middleware for sensor networks to be successfully usable in real world. In section 3, we have presented our comparative study of six present generation middleware with a view to finding their usability and limitations followed by a conclusion section with general findings of our study with future research scope.

2. Middleware Challenges for WSN

WSN along with its benefits brings out many new challenges [34-37]. In this section, we try to articulate the challenges associated with middleware for WSN.

a) Abstraction Support
WSN consists of large number of heterogeneous sensors. These sensors are developed by various vendors and may have different hardware platforms. Hiding the underlying hardware platforms to offer a homogeneous and holistic view of the network is a major challenge for middleware for WSN.

b) Data Fusion
Sensor nodes are used to collect data from its surroundings. Data collected by various sensor nodes have to be merged or synthesized to form more high-level and easily understandable format or report. Also, communicating this synthesized information to the task issuer (i.e. PDA, Laptop, Cell Phone, etc.) is another major challenge.

c) Resource Constraints
WSN consists of tiny sensors with very small memory, computation power, and battery power. Middleware for sensor networks have to be lightweight to work under limited resource availability.

d) Dynamic Topology
Topology of WSN may vary dynamically due to node mobility, node failure, and communication failure between nodes. Middleware for WSN must be capable of handling this dynamic topology of the network.

e) Application Knowledge
Traditional middleware are designed to support a wide variety of applications across the network. But due to limited resource availability, WSN middleware can not be generalized in this way. Middleware for WSN middleware should integrate application knowledge into the services provided. [34-36] propose some approaches for injecting application knowledge in sensor nodes.

f) Programming Paradigm
Due to resource constraints, dynamic network topology, and difficulties involved in collecting and processing sensor data, programming paradigms for middleware for WSN are quite different from traditional programming styles. [38] addresses a number of programming paradigms for WSN middleware.

g) Adaptability
Middleware for sensor networks must support algorithms that have adaptive performance. Adaptive fidelity algorithms [36] have been developed for this purpose.

h) Scalability
Middleware for sensor networks must be scalable enough in terms of number of nodes, number of users, etc. to operate over long period of time.

i) Security
Sensor networks have to handle security issues in data processing and data communication. Since sensor networks are often deployed for sensitive applications like military surveillance, patient monitoring, forecasting systems, etc. data collected and distributed by these sensors will have to be authentic and tamper free. But due to limited resource availability and low computation power, most existing algorithms and security models are not suitable for sensor networks. [39-42] address various security challenges and models for sensor networks.

j) QoS Support
WSN middleware should also address various QoS features – response time, availability, bandwidth allocation, etc. for ensuring reliable service.

3. Related Work

In this section, we present a comparative study of several state-of-the-art middleware for sensor networks. In doing so, we have taken substantial help from [37].

Most of the middleware we have studied are built on top of TinyOS [44]. So, before delving into our detailed study about each middleware, we present a short introduction to TinyOS. As mentioned in the official homepage [44] of TinyOS – “TinyOS is an open-source operating system designed for wireless embedded sensor networks.” Major features of TinyOS are – Component-based architecture, rapid innovation and implementation while minimizing code size, event driven execution model, and fine-grained power management. The programming language of TinyOS is nesC, which is a modified version of C programming language. TinyOS has been ported to over a dozen platforms and numerous sensor boards. Rest of this section focuses on our survey of various middleware.

a) Impala
Impala [10] is a middleware system developed as part of ZebraNet [11] project. ZebraNet project was undertaken to perform long-term migration study of wildlife. Impala middleware was designed based on an event-based programming model with code modularity, ease of application adaptability and update, fault-tolerance, energy efficiency, and long deployment time in focus. Application adaptability and application update are two major issues implemented by this middleware. It follows
a finite state machine based approach taking into consideration various application parameters to handle the adaptability issue. Application updater of Impala is capable of handling incomplete update, inconsistent update, on-the-fly update while code execution, etc.

Although Impala has data communication support for getting data back to the base station, it does not have any support for data fusion. Its abstraction model does not take heterogeneity of the network into consideration and its application domain is rather simplistic.

b) Mate

Mate [19,20] is a virtual machine for sensor networks which is implemented on top of TinyOS [44]. It hides the asynchrony and race conditions of underlying TinyOS.

Mate has a stack-based architecture [45] with three execution contexts – clock, send, and receive. Mate breaks down the program into small self-replicating capsules consisting of 24 instructions. These capsules are self-forwarding or self-propagating.

Although Mate has a small, concise, resilient, and simple programming model, its energy consumption is high for long running programs. Mate’s virtual machine architecture increases security somewhat and it takes care of malicious capsules. But its programming model is not flexible enough to support wide range of applications.

c) TinyDB

TinyDB [21,22] is a query processing middleware system based on TinyOS.

TinyDB provides power-efficient in-network query processing system for collecting data from individual sensor nodes which reduces number of messages that must be sent. This results in reduced energy consumption. It has two different types of messages for query processing – Query Messages and Query Result Messages as described in [46]. It also has Command Messages for sending command to sensor nodes.

While TinyDB provides nice abstraction support and has good aggregation model, it does not provide much functionality as part of middleware service. So most of the services have to be provided in the applications running on top of it.

d) Agilla

Agilla [23] is the “first mobile agent middleware for WSNs that is implemented entirely in TinyOS.”

Agilla is a Mobile Agent based middleware with stack-based architecture. Its stack-based architecture reduces code size. Agilla allows agents to move from one node to another using two instructions – clone and move. Upto four agents can run on a single sensor node. Since one node can run multiple agents at the same time, multiple applications can be supported on the network simultaneously. To save energy, Agilla can move its agent to bring computation closer to data rather than transmitting data over unreliable wireless network.

Agilla does not have any policy for authenticating or monitoring agent activities. Also, its assembly-like and stack-based programming model makes programs difficult to read and maintain.

e) TinyCubus

TinyCubus [20] is a flexible, adaptive cross-layer framework implemented on top of TinyOS.

Flexibility and adaptation are two major issues behind the design philosophy of TinyCubus. To achieve this, TinyCubus architecture is divided into three parts –

i. Tiny Cross-Layer Framework  
ii. Tiny Configuration Engine  
iii. Tiny Data Management Framework  

Although TinyCubus’s flexible architecture allows it to be used in different environments, overheard due to cross-layer design may be prohibitive in some environments. Also, adaptation policies are static and scalability is still not good.

f) TinyLime:

TinyLime [25] is implemented on top of TinyOS exploiting Crossbow’s Mote platform. It is an extension of Lime [47].

TinyLime follows an abstraction model based on shared tuple space. This tuple space contains sensed
Table 1. Comparison of middleware

<table>
<thead>
<tr>
<th>Challenge</th>
<th>Impala</th>
<th>Mate</th>
<th>TinyDB</th>
<th>Agilla</th>
<th>TinyCubes</th>
<th>TinyLine</th>
<th>EnviroTrack</th>
<th>Mires</th>
<th>Hood</th>
<th>DSWare</th>
<th>SINA</th>
<th>Cougar</th>
<th>Smart Messages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abstraction</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Data Fusion</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>--</td>
<td>--</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>Resource Constraints</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Dynamic Topology</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Application Knowledge</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>--</td>
<td>--</td>
<td>N</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Programming Paradigm</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Adaptability</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>Y</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>--</td>
<td>Y</td>
<td>--</td>
<td>--</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>Scalability</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>--</td>
<td>Y</td>
<td>--</td>
<td>--</td>
<td>Y</td>
<td>N</td>
</tr>
<tr>
<td>Security</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>Y</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>QoS</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
</tbody>
</table>

data. It supports data aggregation to find more information from collected data. TineLime consists of three main components –

i. The Lime Integration Component

ii. The Mote Interface

iii. The Mote-Level Subsystem

TinyLime however does not have any built in security support. Its programming model is rather one time and does not provide good support for adaptability or scalability.

There are many other middleware for WSN – EnviroTrack [26], Mires [27], Hood [28], Cougar [29], DSWare [30], SINA [31], Smart Messages [32], MiLAN [33]. But none of them has good support of security and QoS. They suffer from similar limitations as the middleware we presented above.

We have presented a comparison of middleware in Table 1, summarizing the challenges addressed by several middleware we studied. As we can see from the comparison table, security and QoS are still two most ignored features in current generation middleware. Considering future deployment of sensor networks for sensitive applications, we should start thinking seriously about supporting security in sensor network middleware. Already, there are many theoretical models and protocols [39-42] developed for this purpose. But in practice, those protocols and models are still ignored by most middleware.

4. Concluding Remarks

In this paper, we have presented several challenges that should be addressed by middleware for sensor networks. We then presented a comparative study of six middleware based on their features and limitations followed by a comparison table. From our survey, we have found that existing middleware take quite ad-hoc approach to solve various challenges. Although some challenges are addressed by most middleware, their support is not totally satisfactory. For example, all the middleware address the Resource Constraints challenge, but their approach to solve this challenge is not always scalable and adaptable. This limitation hampers the adaptability and scalability of the entire middleware in the long run. Also, some features like – Application Knowledge, Security, and QoS are ignored by most of the middleware. There is virtually no security and QoS support in any middleware. Programming paradigms followed by different middleware are developed in ad-hoc fashion and in many cases not quite flexible. Much research has to be done to develop some unified approach for abstraction, data fusion, and programming paradigm. Also, since security and QoS play key role in sensitive applications deployed over sensor networks, appropriate protocols and models need to be developed for supporting these features.
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