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Abstract

In 1959, Martin Gardner posed the Two-Children Problem and pro-
vided its solution. He later corrected his solution due to the ambiguity
involved in the procedure of obtaining the given information. In 2010,
Gary Foshee posed a generalization of Gardner’s problem by involving a
second condition beyond gender, namely the birth-day of the week. This
article generalizes the Two-Children Problem to n children with m condi-
tions, and gives a formula to compute this probability under one explicit
procedure of obtaining the given information.

1 Introduction

Martin Gardner, one of the greatest mathematical puzzlers ever to live, posed
the Two-Children Problem in a 1959 publication of Scientific American (repub-
lished in Chapter 14 of [2]):

G1 Mr. Jones has two children. The older child is a girl. What is the
probability that both children are girls?

G2 Mr. Smith has two children. At least one of them is a boy. What is the
probability that both children are boys?

Our goal in this note is to extend this famous problem, but not before taking
in the historical, and sometimes controversial, landscape surrounding it. At
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the conclusion of our exploration, we will be able to state and prove a robust
generalization to any number of children and any number of conditions we might
require of them.

2 A brief history lesson

Let’s get back to Gardner’s problems. Unsurprisingly, the widely accepted an-
swer to G1 is 1/2, and we will largely ignore this problem. But Gardner caused
quite a ruckus by claiming that the answer to G2 is 1/3. Here’s his solution:
“If Smith has two children, at least one of which is a boy, we have three equally
probable cases: boy-boy, boy-girl, girl-boy. In only one case are both children
boys, so the probability that both are boys is 1/3.”

However, there is an issue with this solution that many have since pointed
out. In fact, Gardner himself wrote a follow-up column titled “Probability and
Ambiguity” in which he admitted as much. According to Gardner (see Chapter
19 of [2]), “...the answer depends on the procedure by which the information
‘at least one is a boy’ is obtained.” In a 2012 article in The College Mathemat-
ics Journal (“Martin Gardner’s Mistake” [3]), Tanya Khovanova delineates the
procedure suggested by Gardner through which we might arrive at his original
answer to G2: “Pick all the families with two children, at least one of which is
a boy. If Mr. Smith is chosen randomly from this list, then the answer is 1/3.”

Still, in the original problem, the procedure that determined the information
to be given, or equivalently the underlying randomness inherent in the problem,
is not explicitly stated. Khovanova drives this point home by providing a litany
of examples whereby the resulting answer to G2 is different depending upon the
way in which Smith reports the information to us.

As a new example, consider all two-child families with at least one son.
Suppose we know that the random person selected (Smith) will report to us in
the following way: if he has exactly one son, he rolls a die and says “I have one
boy and one girl” if the outcome of the roll is 1, and says “I have at least one
boy” otherwise. If he has two sons, he rolls a die and says “I have two boys” if
the outcome of the roll is 1 or 2, and says “I have at least one boy” otherwise.
So here, we have the following 18 equally likely outcomes:

(boy-boy, 1) (boy-boy, 2) (boy-boy, 3) (boy-boy, 4) (boy-boy, 5) (boy-boy, 6)

(boy-girl, 1) (boy-girl, 2) (boy-girl, 3) (boy-girl, 4) (boy-girl, 5) (boy-girl, 6)

(girl-boy, 1) (girl-boy, 2) (girl-boy, 3) (girl-boy, 4) (girl-boy, 5) (girl-boy, 6)

Note that the 14 boxed outcomes result in Smith saying “I have at least one
boy,” and the 4 of those in the first row occur when Smith has two sons, and
thus the answer to G2 in this scenario is 4/14 = 2/7. The curious reader will
note that modifications of the procedure just described give rise to many other
possible answers to G2. So the original problem without a specified reporting
procedure is ambiguous.
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As Khovanova points out in her article, this was not the end of the contro-
versy. At the ninth annual Gathering 4 Gardner in 2010, puzzler Gary Foshee
posed this version of Gardner’s Two-Children Problem:

F1 I have two children. One is a boy born on a Tuesday. What is the proba-
bility that I have two boys?

Again, the procedure by which the information is given is not explicitly stated,
and so the problem is ambiguous, as Khovanova illustrates beautifully with sev-
eral different procedures which produce different answers. We add that a similar
discussion related to the famous Monty Hall problem has Persi Diaconis saying:
“The strict argument would be that the (Monty Hall probability) question can-
not be answered without knowing the motivation of the host.” [6] At the core of
these issues lies the understanding of what the inherent probability distribution
is, and whether a reader chooses to read the statements literally or with any
possible ambiguity. As such, for the sake of investigation we clearly state our
assumption that we will use for the rest of the article.

Assumption: All families are listed, and any satisfying the given conditions
are marked. One such family is chosen uniformly at random
from this marked group.

For F1, one way to explicitly enact the procedure we will use is the following,
given by Khovanova [4]: “You pick a random father of two children and ask
him, ‘Yes or no, do you have a son born on a Tuesday?’ Let’s make a leap and
assume that all fathers know the days of the births of their children and that
they answer truthfully. If the answer is yes, what is the probability that the
father has two sons?” Notice that the marked group, and therefore the notion
of what is uniformly random, changes when moving from G2 to F1. We also
make explicit the following assumptions.

Assumption: Sons and daughters are equally probable, and the sex of one
child is independent of any other children.

Assumption: Twins do not occur.

Assumption: Date and time of birth are equally likely and have no effect on
the sex of the child.

See [3, 5] for discussions on the accuracy of these assumptions. Under the above
assumptions, the answer to question G1 is 1/2 and to G2 is 1/3.

What about F1? First, among two-child families with at least one son, there
is a 1/3 probability that there are two sons. Thus the proportion of these that
have a son born on a Tuesday is

1
3

(
1
7

)2
+ 2 · 13

(
1
7

) (
1− 1

7

)
= 1

3

(
1
7

) (
2− 1

7

)
;

here, the first summand comes from those families with two sons born on Tues-
day, and the second from those with two sons where exactly one was born on
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Tuesday. Next, the proportion of two-child families with a daughter and a son
born on Tuesday is simply given by (2/3) · (1/7), since here the daughter could
be born on any day. Consequently, the answer to F1 is given by

1
3

(
1
7

) (
2− 1

7

)
1
3

(
1
7

) (
2− 1

7

)
+ 2

3

(
1
7

) =
1
3

(
1
7

) (
2− 1

7

)
1
3

(
1
7

) (
2− 1

7 + 2
) =

2− 1
7

4− 1
7

=
13

27
.

This is the surprising answer that Foshee favored. Look again at the prob-
lems: the “Tuesday” information, when compared with Gardner’s original prob-
lem G2, has significantly increased the probability that both children are boys!
But why is it that this additional information has pushed the probability higher,
in fact nearer to the answer to G1? The answer to this question requires that
we mine the specifics of our solution to F1 a bit deeper, and recall that the
marked group changed from G2 to F1.

3 A generalization

Suppose that each child has likelihood p > 0 of satisfying a given condition C,
and that each child’s satisfaction of C is independent of gender and of any other
child’s satisfaction of C. For example, C might be the condition “born on a
Tuesday,” in which case p = 1/7. We may now answer the following question
(which, as a reminder, follows the assumptions that have been laid out above):

Q1 I have two children. One is a boy satisfying condition C. What is the
probability that I have two boys?

As before, the proportion of two-child families with two sons, at least one of
which satisfies C is given by

1
3p

2 + 2 · 13p(1− p) = 1
3p(2− p);

here, the first summand is the probability that both children are boys satisfying
C, and the second is from the two cases where both children are boys and exactly
one satisfies C. On the other hand, the proportion of two-child families with a
daughter and a son satisfying C is simply given by (2/3) · p (since the daughter
may or may not satisfy C), and so the answer to Q1 is

1
3p(2− p)

1
3p(2− p) + 2

3p
=

1
3p(2− p)

1
3p(2− p + 2)

=
2− p

4− p
. (1)

We note that a geometric derivation of (1) can be found in [5]. Taking
p = 1/7 into (1) we once again obtain the answer to F1, and taking p = 1 we
get the answer to G2! We also see that this probability always lies in the interval
[1/3, 1/2), and gets closer to 2/4 = 1/2 for conditions C that are more rare. For
example, if C is the condition “born between 12:00pm and 12:01pm,” then
p = 1/1440 since there are 1440 minutes in a day, and (1) becomes 2879/5759 ≈
0.4999. Of course here we are using our assumption of a uniform distribution of
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birth-times, and while this is not strictly true due to high proportions of births
by scheduled caesarean section (see the 2018 National Vital Statistics Reports
[1]), it is a reasonable approximation.

4 A further generalization

We are now ready to give a generalization that unifies and extends both the
problems of Gardner and Foshee. For this, we shall need three fundamental
tools:

1. The formula for conditional probability; namely that if A and B are events
with P(B) > 0, then P(A |B) = P(A ∩B)/P(B). Here, P(A |B) is under-
stood to mean “the probability that event A happens, conditioned on B
having occurred.” B is called the conditioning event.

2. If A and B are independent events, then P(A ∩B) = P(A) · P(B).

3. If A′ denotes the complement of the event A, then P(A) + P(A′) = 1.

Now on to the generalization: suppose we have m (enumerated) conditions,
n children, and that Cij denotes the event “child i (by birth order) satisfies the
jth condition.” Moreover, we assume that the events Cij , 1 ≤ i ≤ n, 1 ≤ j ≤ m,
are mutually independent, with P(Cij) = pj > 0. In other words, each child has
the same likelihood of satisfying condition j, independent of any other child, and
child i’s satisfying condition j does not impact child i’s likelihood of satisfying
condition j′ 6= j. Writing [m] := {1, 2, . . . ,m}, is it possible to compute the
following?

P
(
“all n children satisfy the conditions in X”

| “at least k children satisfy all conditions in Y ”
)

:= P (Xn | Yk) , X, Y ⊆ [m], 0 ≤ k ≤ n

Surprisingly, we can!
Notice that if X = Y = ∅, then P(Xn) = P(Yk) = 1, since there are

no requirements on the children. Letting ΠS :=
∏

s∈S ps for a subset S ⊆
[m] (with the convention Π∅ = 1), the probability of the conditioning event
Yk may be computed as follows. Each child has probability ΠY of satisfying
the conditions in Y , and 1 − ΠY of failing to meet them. Thus, since the n
children are independent, the probability that some j children (0 ≤ j ≤ n) meet
the conditions in Y is given by

(
n
j

)
(ΠY )j(1 − ΠY )n−j (binomial probability

distribution). Consequently

ΣY,k :=
∑
j≥k

(
n

j

)
(ΠY )

j
(1−ΠY )

n−j
= 1−

∑
j<k

(
n

j

)
(ΠY )

j
(1−ΠY )

n−j
(2)

is the likelihood that at least k children meet all conditions in Y . Of course
both versions of this formula (2) may be applied, depending upon which sum
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is less arduous to utilize. And for Xn, since each child has probability ΠX of
meeting all conditions in X, independence implies that (ΠX)n is the probability
that all n children satisfy X. Thus we have proved

P (Xn) = (ΠX)
n

and P (Yk) = ΣY,k. (3)

But what about Xn ∩ Yk? For this, we must determine what fraction of
the outcomes in Xn also have at least k children meeting the conditions in Y .
Arguing as we did above in (2), with Y \X replacing Y (since on the event Xn all
of the children already satisfy X, we need only consider Y \X), this fraction is
given by ΣY \X,k. Invoking independence once more we see that (ΠX)n ·ΣY \X,k

is the overall probability that all children satisfy X, and at least k children meet
all conditions in Y . So (2) implies

P (Xn ∩ Yk) = (ΠX)
n · ΣY \X,k

= (ΠX)
n −

∑
j<k

(
n

j

)
(ΠX∪Y )

j
(ΠX −ΠX∪Y )

n−j

=
∑
j≥k

(
n

j

)
(ΠX∪Y )

j
(ΠX −ΠX∪Y )

n−j
; (4)

here, we have used ΠX ·ΠY \X = ΠX∪Y . Combining (4) and (3), we obtain then

P (Xn | Yk) = (ΠX)
n ·
(

ΣY \X,k

ΣY,k

)
. (5)

We shall make use of all variations of (5) implicit from (4), depending upon what
is most convenient in context. One special case of (5) that seems particularly
pertinent is the k = 1 variant, and we shall make frequent reference to it below.
Plugging k = 1 into (5) simplifies to

P (Xn | Y1) =
(ΠX)

n(
1−

(
1−ΠY \X

)n)
1− (1−ΠY )

n =
(ΠX)

n − (ΠX −ΠX∪Y )
n

1− (1−ΠY )
n . (6)

5 Some concluding applications

We finish with some applications of (5) and (6).

1. Let’s consider the question “Given that at least one of my n children is a
boy born on a Tuesday, what is the probability that they are all born on
Tuesday?” Here we have k = 1, m = 2 with p1 = 1/2, p2 = 1/7, X = {2}
and Y = {1, 2}. Then equation (6) delivers

P (Xn | Y1) =

(
1
7

)n − ( 17 − 1
2 ·

1
7

)n
1−

(
1− 1

2 ·
1
7

)n =
2n − 1

14n − 13n
.

Why is this answer sensible? There are 14 possible gender/birth-day com-
binations, and hence 14n possible gender/birth-day sequences of n chil-
dren. Moreover, 13n of these avoid the “boy/Tuesday” combination for
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each child. Hence 14n−13n equally likely n-child sequences have the prop-
erty that at least one child is a boy born on Tuesday. And 2n− 1 of these
have all children born on Tuesday, the “−1” coming from the one excluded
case where each child is a girl. All of this is cleverly encapsulated in for-
mula (5)! When n = 2, we compute the probability to curiously equal
1/9.

2. Suppose that k = n = 1. Then (6) delivers P(X1 | Y1) = ΠX∪Y /ΠY =
ΠX\Y . How do we interpret this formula? Since only one child is being
considered in this case, the given information that they satisfy the condi-
tions in Y means that we only need to ensure that in addition they also
satisfy the conditions in X \ Y , hence the formula above. Of course, if in
addition X ⊆ Y we have X \Y = ∅ and so this formula gives a probability
Π∅ = 1 that the child satisfies the conditions in X given that they already
satisfy those in Y . Indeed, given that the conditions in Y hold for this
child, those in X are guaranteed to hold if X ⊆ Y !

3. What about the boundary cases k = 0 and k = n? If k = 0, then we
certainly have ΣY,0 = ΣY \X,0 = 1 and hence (5) delivers P(Xn | Y0) =
(ΠX)n = P(Xn) (recall (3)), as it should because Y0 = U , the universe, in
this case. On the other hand, if k = n then ΣY,n = (ΠY )n and ΣY \X,k =
(ΠY \X)n, and so (5) gives

P (Xn | Yn) = (ΠX)
n ·
(
ΠY \X

)n
(ΠY )

n =
(ΠX∪Y )

n

(ΠY )
n =

(
ΠX\Y

)n
.

This extends the last example, as we need only ensure that the n children
all satisfy the remaining conditions in X\Y , for Yn guarantees they already
satisfy those in Y . As above, if X ⊆ Y then ΠX\Y = Π∅ = 1 and we get
P(Xn | Yn) = 1.

4. Suppose that X∩Y = ∅. Then what happens? We have Y \X = Y , hence
ΣY \X,k = ΣY,k and so (5) reduces to P(Xn | Yk) = (ΠX)n = P(Xn) (recall
(3) once more). But this should be the case, because here the events Xn

and Yk are independent.

5. Let’s revisit our extension Q1. In this case we have k = 1, m = n = 2,
p1 = 1/2, p2 = p, X = {1} and Y = {1, 2}, and so from (6) we get

P (Xn | Y1) =

(
1
2

)2 − ( 12 − 1
2p
)2

1−
(
1− 1

2p
)2 =

2− p

4− p
,

which agrees with (1). Moreover, if we extend this example to any number
n of children, from (6) we obtain

P (Xn | Y1) =

(
1
2

)n − ( 12 − 1
2p
)n

1−
(
1− 1

2p
)n =

1− (1− p)n

2n − (2− p)n
. (7)
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6. Let’s extend Q1 further. In addition to the condition “is a boy,” we
consider two other mutually independent conditions C2 and C3 which
occur with respective probabilities p2 = p and p3 = q. Let’s answer the
question “Given that at least two of my n children are boys satisfying
C2 and C3, what is the probability that they are all boys satisfying C2?”
Here, we take k = 2, m = 3, p1 = 1/2, p2 = p, p3 = q, X = {1, 2} and
Y = {1, 2, 3} into (5) and get the remarkable formula

P (Xn | Y2) =

(
1
2p
)n − ( 12p− 1

2pq
)n − n

(
1
2pq
) (

1
2p−

1
2pq
)n−1

1−
(
1− 1

2pq
)n − n

(
1
2pq
) (

1− 1
2pq
)n−1

=
pn
(

1− (1− q)
n − nq (1− q)

n−1
)

2n − (2− pq)
n − npq (2− pq)

n−1 . (8)

7. How about the direct extension of Gardner’s question: “Given that at
least one of my n children is a boy, what is the probability that they are
all boys?” For this we can simply put p = 1 into (7) to obtain P(Xn | Y1) =
1/(2n − 1). As above, this answer makes perfect sense in light of the fact
that there are 2n − 1 equally likely n-child gender sequences having the
property that at least one child is a boy, and exactly 1 of these consists
entirely of boys. Taking n = 2 into this formula gives Gardner’s answer to
G2, 1/(22− 1) = 1/3, and taking n = 3 delivers an answer of 1/(23− 1) =
1/7.

And for the related question “Given that at least two of my n children are
boys, what is the probability that they are all boys?” we can simply take
p = q = 1 into (8) to get P(Xn | Y2) = 1/(2n − n− 1). This is reasonable,
because among the 2n equally likely n-child gender sequences, there is 1
that consists entirely of girls and n that consist of exactly one boy, and of
the remaining 2n − n− 1 gender sequences precisely 1 consists entirely of
boys.

8. Consider the following direct extension of Foshee’s question: “Given that
at least one of my n children is a boy born on a Tuesday, what is the
probability that they are all boys?” Here we can put p = 1/7 into (7),
obtaining then

P (Xn | Y1) =
1−

(
1− 1

7

)n
2n −

(
2− 1

7

)n =
7n − 6n

14n − 13n
.

We have already seen why this denominator makes sense. What about the
numerator? There are 7n − 6n equally likely n-boy sequences having the
property that at least one boy is born on Tuesday. Of course, taking n = 2
here we get Foshee’s famous answer to F1, (72− 62)/(142− 132) = 13/27.
When n = 3, we obtain a probability of (73−63)/(143−133) = 127/547 =
0.232.... Compare with the statement that ignores the “Tuesday” infor-
mation (from the previous part) where the probability was 1/7 = 0.142....
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For the related question “Given that at least two of my n children are boys
born on a Tuesday between 12:00pm and 12:01pm, what is the probability
that they are all boys born on Tuesday?” we can take p = 1/7 and
q = 1/1440 into (8), obtaining

P (Xn | Y2) =

(
1
7

)n (
1−

(
1− 1

1440

)n − n
(

1
1440

) (
1− 1

1440

)n−1)
2n −

(
2−

(
1
7

) (
1

1440

))n − n
(
1
7

) (
1

1440

) (
2−

(
1
7

) (
1

1440

))n−1
=

1440n − 1339n − n1339n−1

20160n − 20159n − n20159n−1
.

Wow! Can the reader provide the rationale for this formula?

Now it’s your turn... have fun!
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