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Course: MATH 1700
Time: 11:00 am - 12:15 am TuTh
Instructor: Daniel B. Rowe, Ph.D.
MATH 1700
Description: Fundamental theory and methods of statistics without calculus. Descriptive statistics, elements of probability theory, estimation, tests of hypotheses, regression, correlation, introduction to computer methods of statistical tabulation and analysis. This course is recommended for students seeking a general introduction to statistical concepts and is not intended to be a final course in statistics for students who need a thorough working knowledge of statistical methods.
Prereq: MATH 105 or equivalent. Equivalent is two years of college preparatory mathematics. May not be taken for credit by students who have received college credit for another probability or statistics course.

Rowe, D.B.
**Texts:** Just the Essentials of Elementary Statistics (ISBN: 0-495-31487-0) Johnson and Kuby, 10th ed

**Calculators:** You will need some sort of scientific calculator for the course. Will use during exams.

**Homework:** Homework assignments will be given but will not be collected, but exams will go more smoothly if you have done the homework.
Grading: 6 exams given throughout the semester. No make-up exams, but lowest exam score dropped. If “unavoidable absence” as defined in Arts and Sci. Undergrad Bulletin, then % added to final %.

Midterm Exams 75%, Final Exam 25%

Grade Scale: 94% - 100% (A) 88% - 94% (AB) 83% - 88% (B) 77% - 83% (BC) 73% - 77% (C) 67% - 73% (CD) 63% - 67% (D) Lower than 56% (F)

Drop Date: Last day without a W 1/25/2011, with a W 4/15/11.
Exams every couple of weeks:
Feb 3, Feb 17, March 3, March 24, April 7, and April 19.
Final Exam: May 12, 2010, 1:00 pm – 3:00 pm.

**TA:** Iain Bruce  
**Office Hours:** TuTh 10:00 am – 11:00 am  
**Office:** Cudahy Hall 357  
**Email:** iain.bruce@marquette.edu

**Instructor:** Daniel B. Rowe, Ph.D.  
**Office Hours:** TuTh 1:00 – 2:00 pm, W 3:15 – 4:00 pm  
**Office:** Cudahy Hall 313  
**Email:** daniel.rowe@marquette.edu
ROLES

Professor: Required to use this book and cover material in it. Explain and answer questions on the material.

TA: Work through homework problems and grade exams.

Student: Learn material by attending class or reading book. Ask Professor questions on material and mechanics. Ask TA questions on mechanics of problems. Demonstrate mastery of material and mechanics of problems on exams.
RESOURCES

Lecture: Professor, explanation of material and examples. (45 min) This is the scheduled class time.

Discussion: TA, answer questions work homework problems. (30 min) Scheduled class time, no excuse for not attending. If something in lecture not crystal clear, ask TA!

Office Hours: TA, 2 per week before class. Professor, 3 per week two are after class. If something not clear after lecture or discussion or need help on homework then come! Come for any reason!

Email: Send TA or Professor email.
Algebra Review

1. Summation Notation
2. Factorials
3. Computations
4. Simple Linear Equations
1. Summation Notation

We use symbols to indicate general math operations.

Let \( x_1, x_2, \ldots, x_n \) and \( y_1, y_2, \ldots, y_n \) be two sets of numbers.

The following notation will be used in course:

\[
\sum_{i=1}^{n} x_i = x_1 + x_2 + \ldots + x_n
\]

\[
\left( \sum_{i=1}^{n} x_i \right)^2 = \left( x_1 + x_2 + \ldots + x_n \right)^2
\]

\[
\sum_{i=1}^{n} x_i^2 = x_1^2 + x_2^2 + \ldots + x_n^2
\]

\[
\sum_{i=1}^{n} x_i y_i = x_1 y_1 + x_2 y_2 + \ldots + x_n y_n
\]

Examples to follow:
1. Summation Notation

Example: $x_1, x_2, \ldots, x_n$

Given numbers: 2, 1, 3.

We have three numbers $n=3$

We associate each number with an $x$ as: $x_1=2$, $x_2=1$, $x_3=3$
1. Summation Notation

\[ n = 3 \]

\[ x_1 = 2, \ x_2 = 1, \ x_3 = 3 \]

When we write

\[ \sum_{i=1}^{3} x_i = x_1 + x_2 + x_3 \]

What we mean is

\[ \sum_{i=1}^{3} x_i = 2 + 1 + 3 = 6 \]
1. Summation Notation

\[ n = 3 \]

\[ x_1 = 2, \quad x_2 = 1, \quad x_3 = 3 \]

When we write

\[
\sum_{i=1}^{3} x_i^2 = x_1^2 + x_2^2 + x_3^2
\]

What we mean is

\[
\sum_{i=1}^{3} x_i^2 = 2^2 + 1^2 + 3^2 = 14
\]
1. Summation Notation

\[ n = 3 \]
\[ x_1 = 2, \ x_2 = 1, \ x_3 = 3 \]

When we write

\[
\left( \sum_{i=1}^{3} x_i \right)^2 = \left( x_1 + x_2 + x_3 \right)^2
\]

What we mean is

\[
\left( \sum_{i=1}^{3} x_i \right)^2 = \left( 2 + 1 + 3 \right)^2 = 36
\]
1. Summation Notation

\( n=3 \)

\( x_1=2, \ x_2=1, \ x_3=3 \) and \( y_1=1, \ y_2=2, \ y_3=3 \)

When we write

\[
\sum_{i=1}^{3} x_i y_i = x_1 y_1 + x_2 y_2 + x_3 y_3
\]

What we mean is

\[
\sum_{i=1}^{3} x_i y_i = 2 \times 1 + 1 \times 2 + 3 \times 3 = 13
\]
2. Factorials
A factorial is a multiplication process.

$n$ factorial is written symbolically as $n!$

and means $n! = n \times (n-1) \times (n-2) \times \cdots \times 2 \times 1$

Example:

$3! = 3 \times 2 \times 1 = 6$
2. Factorials
A factorial is a multiplication process.

$n$ factorial is written symbolically as $n!$

and means $n! = n \times (n-1) \times (n-2) \times \cdots \times 2 \times 1$

Example:

$$3! = 3 \times 2 \times 1 = 6$$

Your turn!

$$5! = ?$$
3. Computations
Suppose $x=20$, $y=14$, $s=16$, $w=-2$, $m=15$, $n=10$.

Compute $x + 2y - 4w$
3. Computations
Suppose \( x=20, \ y=14, \ s=16, \ w=-2, \ m=15, \ n=10. \)

Compute \( x + 6w - 4s \)
3. Computations
Suppose $x=20$, $y=14$, $s=16$, $w=-2$, $m=15$, $n=10$.
Compute $x + y \cdot \frac{\sqrt{s}}{n}$
3. Computations
Suppose $x=20$, $y=14$, $s=16$, $w=-2$, $m=15$, $n=10$.

Compute $\sqrt{\frac{1}{n} + \frac{1}{m}}$
3. Simple Linear Equations

Find \( x \) for:

\[ 1 - x = 0.23 \]
3. Simple Linear Equations
Find $x$ for:

$$2 - 2x = 3x + 3$$
Lecture Chapter 1
Chapter 1: Statistics
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1: Statistics
1.1 Americans Here’s Looking at you

Statistics is all around us! Demographics of US population.

Percent male or female?

Percent with blue eyes?

Average Age?

Figure from Johnson & Kuby, 2008.
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1: Statistics
1.1 Americans Here’s Looking at you

We are presented statistics from a variety of topics.

COMMUNICATION METHOD PREFERRED BY WORKERS

Workers say they would rather be contacted by companies they do business with via e-mail than any other way.

50%

0%

E-mail 32%
Telephone 24%
Direct mail 18%
Personal letter 17%

Figure from Johnson & Kuby, 2008.

© 2007 Thomson Higher Education
1: Statistics
1.1 Americans Here’s Looking at you

We are presented statistics from a variety of topics.

**SHOULD THE PENNY BE ELIMINATED?**

Nearly 6 in 10 Americans want the penny to remain in circulation.

- Yes: 23%
- No: 59%
- Not sure: 18%

Figure from Johnson & Kuby, 2008.
1: Statistics

1.1 Americans Here’s Looking at you

We are presented statistics from a variety of topics.

Figure from Johnson & Kuby, 2008.
1: Statistics
1.2 What is Statistics?

Statistics is the universal language of science and we need to master both the “science” and “art” of using statistical methodology correctly.

These methods include
(1) carefully defining the situation,
(2) gathering data,
(3) accurately summarizing the data,
(4) deriving and communicating meaningful conclusions.

Statistics involves numbers and graphs to summarize the information contained in a set of data, then interpreting this information.
1: Statistics
1.2 What is Statistics?

The field of can be divided into two main branches.

**Descriptive statistics** which involves the collection, presentation, and description of sample data. This is where we describe the information contained in a set of data.

**Inferential statistics** which involves the interpretation of the values from the descriptive techniques and making decisions and drawing conclusions about a population of data. This is where we infer from the sample back to the larger population. i.e. population has similar properties as sample.
1: Statistics
1.2 What is Statistics?

**Statistics:** The science of collecting, describing, and interpreting data.

**Population:** A collection, or set, of individuals, objects, or events whose properties are to be analyzed.

**Sample:** Subset of the population.

**Variable:** A characteristic of interest about each individual element of a population or sample.

**Data value:** The value of the variable associated with one element of a population or sample. (number, a word, or a symbol)
1: Statistics

1.2 What is Statistics?

**Data:** The set of values collected from the variable from each of the elements that belong to the sample.

**Experiment:** A planned activity whose results yield a set of data.

**Sample:** Subset of the population.

**Parameter:** A numerical value summarizing all the data of an entire population.

**Statistic:** A numerical value summarizing the sample data.
1: Statistics
1.2 What is Statistics?

Quantitative variable: A variable that quantifies an element of a population.

Nominal variable: A qualitative variable that characterizes an element of a population. No ordering.

Ordinal variable: A qualitative variable that incorporates an ordered position, or ranking.

Discrete variable: A quantitative variable that can assume a countable number of values. Gap between successive values.

Continuous variable: A quantitative variable that can assume an uncountable number of values. Continuum of values.
1: Statistics

Questions?

Homework: Read Chapters 1 and 2.